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Introduction
This document describes our response to the Call for Test Materials for 3DoF+ [1]. We have created one photorealistic synthetic sequence, based on the Blender project by Christophe Seux [2]. To distinguish this sequence from our previous contribution [3] we call this sequence ClassroomVideo. Another use for this sequence may be depth estimation and view synthesis experiments for Omnidirectional 6DoF [4].
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Figure 1: Frames 1, 60 and 120 of the center view (texture and depth)
Description of the sequence 
The original Blender project [2] already comes with eight rigged blinds that can be both opened/closed and raised/lowered. This has a large effect on the light in the room with interesting shadow play and a change of atmosphere due to mixing of interior and exterior light. By animating the blinds and camera position, we believe that we have created a sequence that is sufficiently complex for the 3DoF+ investigation [5][6].

The length of the sequence will be about four seconds. Although we have animated for 10 seconds, we have cut down the length. This is because shaded parts of the scene had more sampling noise than anticipated. We have reduced noise by rendering images again with different random seeds. Hereby we have effectively redistributed available compute power to move from 200 samples to 600 samples per pixel. For comparison, the original project is 300 samples/pixel with blinds open. 

In the first three seconds, the omnidirectional camera is in the center of the classroom. From three to five seconds the camera moves towards the blackboard. At five seconds, the camera switches to the teachers desk. In parallel, the blinds close in two seconds time. Then one by one the blinds are raised until completely up at the 10 seconds mark.
Format of the sequence
The format of the sequence is 15-view omnidirectional video (30 fps) with 4096 × 2048 images (texture + depth) corresponding to 360° × 180° equirectangular projection. The texture maps are encoded as YCbCr 4:2:0 8-bit raw files (one per frame and view) with BT.709 color space and the depth maps are 16-bit little endian raw files. Depth is encoded as normalized disparity and relates to radius (ray length) as described in [1], with a near radius Rnear = 800 mm and a far radius Rfar = ∞ giving:

with  Each of the 15 views has a different viewpoint (ray origin), and ray directions are determined by the equirectangular projection. 
Viewpoints
The viewpoints resemble a hexagonally packed horizontal disc around a center view (v0) extended with a top and bottom view (Figure 2). The view spacing is set to 60 mm to strike a balance between viewing zone and disparities of intermediate views. We have chosen this configuration for its large rotational symmetry and potential to extend the viewing zone by gradually adding more views.
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[bookmark: _Ref510643993]Figure 2: Viewpoints v0, v1… v14 resemble a hexagonally packed horizontal disc around a center view (v0) extended with a top view (v8) and bottom view (v7). The inner circle has radius 60 mm and the outer circle has radius 60√3 mm. The separations v0-v7 and v0-v8 are also 60 mm.
Within the Blender Project (Figure 3) the center view corresponds to a position of (0.8, -0.6, 1.7) meters for the first three seconds. The orientation of the camera is (90°, 0°, 0°) in XYZ Euler angles. Compared with the camera coordinate system the x and y-axis are rotated by 90° about the z-axis.
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[bookmark: _Ref510651006]Figure 3: Wireframe view of the scene in Blender 2.79 in orthographic top projection.
Alignment check
We have performed an alignment check to confirm that the virtual camera operated as intended and that the depth mapping is correct. The provided AlignmentCheck.m script reads in the JSON metadata file and the depth maps of all views of a frame. What worked well for this architectural scene is to pick some middle scanlines and plot the world coordinates of the pixels (Figure 4). When depth levels are incorrect then flat walls show-up curved in the plot. The script measures the alignment in the indicated region of interest and we have found a standard deviation of 104 µm for that flat wall at four meters distance (Figure 4). This is in the order of ray length quantization. 
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[bookmark: _Ref510650230]Figure 4: Alignment check. The straight lines correspond to the walls and doors of the room (see also Figure 3). The fans are due to anti-aliased edges of the depth maps. The quantitative alignment test is performed on the samples within the red rectangle.
Please note that due to technical details there are two quantization steps: first Blender outputs a 16-bit mist map with sRGB transfer and [0, 10m] range, and then we convert to a 16-bit normalized disparity map [3]. The alignment check operates on the final result.
Possible improvements
We believe that already with four seconds this sequence is suitable for 3DoF+ subjective and objective tests. However, in case an MPEG member volunteers to complete the 10 seconds[footnoteRef:1], then we will gratefully donate our scripts to MPEG and provide support to this member.  [1:  Render time per image at this resolution and 200 samples/pixel was about 8 hours using 4 threads per task on a load-balancing compute server with Intel Xeon Intel® Xeon® Silver 4116 and E5-2660 v3 CPU’s. Peak memory usage is below 10 GB per task.] 


Another possibility is to extend the viewing zone by adding 6, 18, or 24 more views to the disc, perhaps for a shorter number of frames. The radius of the disc would extend from 104 to 120, 159 or 180 mm respectively. Such an extension may be useful for depth estimation and view synthesis experiments for Omnidirectional 6DoF [4].
Location of the dataset
(MPEG internal)

The filenames have the following pattern:

ClassroomVideo-firstview[_lastview]-widthxheight-firstrame_lastframe.tar.gz

The archives are: 
· ClassroomVideo-v0-4096x2048-0001_0060.tar.gz
· ClassroomVideo-v1_v6-4096x2048-0001_0060.tar.gz
· ClassroomVideo-v7_v8-4096x2048-0001_0060.tar.gz
· ClassroomVideo-v9_v14-4096x2048-0001_0060.tar.gz
· ClassroomVideo-v0-4096x2048-0001_0120.tar.gz
· ClassroomVideo-v1_v6-4096x2048-0001_0120.tar.gz
· ClassroomVideo-v7_v8-4096x2048-0001_0120.tar.gz
· ClassroomVideo-v9_v14-4096x2048-0001_0120.tar.gz

The files in the archive follow the naming convention of [1]:

Texture maps:
· v0_4096_2048_420_8b_0001.yuv, v0_4096_2048_420_8b_0002.yuv, …
· v1_4096_2048_420_8b_0001.yuv, v1_4096_2048_420_8b_0002.yuv, …
· …

Depth maps:
· v0_4096_2048_0_8_1000_0_0001.depth, v0_4096_2048_0_8_1000_0_0002.depth, …
· v1_4096_2048_0_8_1000_0_0001.depth, v1_4096_2048_0_8_1000_0_0002.depth, …
· …

Also included with this sequence is:
· The metadata file ClassroomVideo.json according to the specified format [1],
· The alignment script AligmentCheck.m.
Intellectual property right statement
The original source material is obtained from Christophe Seux, Class room, Blender project, url: https://www.blender.org/download/demo-files/, and according to that website, the Classroom material is subject to the CC0 license.

That source material has been processed by Philips. As regards the processed material, and the way the processed material is obtained from the source material, intellectual property rights are owned by Koninklijke Philips N.V. These processed materials may only be used for the purpose of developing, testing and promulgating technology standards. Koninklijke Philips N.V. makes no warranties with respect to the processed materials and the processing method, and expressly disclaims any warranties regarding their fitness for any purpose.
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