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Introduction
This document describes alternative depth maps for the Philips sequence ClassroomVideo [1], also in response to the Call for Test Materials for 3DoF+ Visual [2] and the Call for MPEG-I Visual Test Materials on 6DoF [3].

Shortly after Philips has made the ClassroomVideo sequence available, Technicolor has tested this content using the proposed 3DoF+ intermediate view synthesizer [5], and recognized an issue with the depth maps in relation to the point-based rendering. As suggested by Technicolor, Philips has rendered out alternative depth maps that should be better suitable for this type of rendering.
Problem description
As explained in the document on the Classroom omnidirectional stereo plus depth sequence [4], to obtain depth maps from Blender[footnoteRef:1] it is possible to use either the Z-stage or the Mist stage: [1:  https://www.blender.org/ ] 


To obtain depth maps we tried both the Z stage and the Mist stage. The first has noise while the latter results in broad anti-aliased edges corresponding to the amount of feathering (depth-of-field effect) in the scene. We could have altered the scene to increase the depth of field, but instead we added so much erosion (morphological minimum filter) as needed to replace the soft edges with hard foreground-background transitions.

For the ClassroomVideo sequence the Mist stage was used in combination with a large depth of field, resulting in narrow anti-aliased edges. At object edges when a single pixel is formed by a mix of foreground and background objects, the depth value will be a mix of foreground and background depth values. 

Applying a small amount of dilation on the depth maps is sufficient for a graphics-like rendering as used in [4]. The point-based intermediate view synthesizer [5] does not include such filtering and instead assumes that depth maps are generated (or estimated) in such a way that each pixel corresponds to maximally one world point.

Rendering the pixels from camera v0 from that perspective works fine (Figure 1), but artifacts appear when rendering off-axis (Figure 2). When rendering all views then a large number of outliers are visible (Figure 3), and finally the global view shows a very large number of outlier points related to the outside light source (Figure 4).
[image: ]
[bookmark: _Ref511397162]Figure 1: A view from camera v0 position (OK)
[image: ]
[bookmark: _Ref511397205]Figure 2: Off-axis view (outliers)
[image: ]
[bookmark: _Ref511397979]Figure 3: A result taking all views, resulting in a high number of outlier points on the contour surface
[image: ]
[bookmark: _Ref511397985]Figure 4: A global view showing a large number of outlier points related to the outside light source and the blinds
Solution description
There are two clear solutions directions for this problem:

· Render using the Z-pass,
· Prefilter the depth map as part of the rendering process.
 
Philips has confirmed that it is possible to filter the original depth maps to appear as if they originate from the Z-pass, but running all 120 frames and 15 views within 1 sample/pixel was less manual work. 

Please note that both depth estimation and depth compression may reduce edge definition and reintroduce rendering problems.
Procedure for creating the depth maps
Blender project
The Blender project has been modified to render these depth maps as follows:

1. In the Compositor connect the Z-stage output via a Divide “0.8/∙” block to a 16-bit PNG File output to write normalized disparities with Rnear = 800 mm.
2. Set the number of samples per pixel to one.

Postprocessing
The output of Blender is 16-bit sRGB PNG’s. These are converted to linear 16-bit raw streams.

Alignment check
We have compared the original and alternative depth maps to verify that the range is identical and that only edges are different.
Conclusions and Recommendations
· For ray traced content it is no problem to provide both types of depth maps.
· MPEG experiments that accept ClassroomVideo as test sequence should indicate which depth maps are accepted (original or alternative).
Location of the dataset
[bookmark: _GoBack](MPEG internal)

The additional depth maps are in a single archive:

ClassroomVideo_altdepth-v0_v14-4096x2048-0001_0120.tar.gz

Filenames are identical to the original depth maps to comply with [2].
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