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Introduction
In the 128th MPEG meeting (Geneva) viewing-spaces were added to MIV [m51487]. The handling of viewing-spaces at the decoder / playback site is still left undefined. One option is that - during playback - the image presented to a viewer’s headset fades out when he moves out of the defined viewing-space. This to prevent distorting view rendering results. However, there are other options how the viewing-space can be handled at playback time. Especially for use-cases where MIV is used in augmented-reality (AR) or combined with graphics (CGI) backgrounds that have no or other viewing-space restrictions. Such use cases are explored, and recommendations are made to include them to the MIV standard.
MIV and augmented reality
Immersive video is suited to be used in an AR setting. For example, when a person is captured in multi-view with depth (MVD), he can be segmented out using chroma- or depth-keying and subsequently blended into a variety of other backgrounds. See Figure 1. Or he is viewed with AR glasses where he is augmented into a real background. 

The essence is that such backgrounds do not necessarily have the same viewing-space limitations. 
For such a scenario, there are several options for viewing-space handling. These are discussed in the next section.
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[bookmark: _Ref27573919]Figure 1. Immersive video in augmented reality. For example, a person is (multi-view) captured (A) and segmented out (B) using depth-keying. Such person can then be blended (D) in a different background (C). TechnicolorMuseum view 5 and view 19 were used for this example.
Handling of viewing-spaces
Figure 2 (left) shows a viewing-space in relation to an object that is segmented out of an immersive video. Such object is referred to as an immersive video or MVD object. It is blended into a new background that is not restricted regarding a viewing-space. The viewers’ pose is also shown in relation to the viewing zone. When the viewer moves out of the viewing-zone, there are several options on what would be desirable to happen:
1. The MVD-object fades-out in order to prevent rendering distortions. Consequently, the object remains static relative to the background and the viewer has the limitation to only see it in 6-DoF when he is in the viewing-zone.
2. The position and or orientation of the of the MVD-object is reset in such a way that the viewer is located again in a central part of the viewing zone. See Figure 2 (right). Consequently, the MVD-object sometimes rotates or moves with respect to the background, but it is always visible to the viewer.
3. The position and orientation of the MVD-objects are adjusted such that the viewing zone moves and rotates smoothly along with the viewer. The viewer will likely be more often on the border of the viewing zone.
4. Like 3 but the viewer is slowly moved i.e. stretched, towards the center of the viewing-space.
What option applies is dependent on the use-case and is best selected by the content maker. 
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[bookmark: _Ref27579089]Figure 2. Left: Schematic top-view of an immersive video ‘object’ that is augmented into another background. The background doesn’t have the viewing zone limitations. Right: Viewer moves outside the initial viewing zone and the viewing zone is reset to the new viewer location. Consequently, the immersive video object is rotated and/or moved with respect to the background.
Proposed changes to MIV WD3
Terms and definitions
Add:

Viewing space handling method
A way to handle the rendering of MIV content in respect to the viewing space and given a class of target devices. When the target device is within the specified class and capable of specified handling, the device shall apply the handling.
Syntax
Change viewing_space() syntax:

	viewing_space( ) { 
	Descriptor

		num_elementary_shapes_minus1
	u(v)

		for( e = 0; e <= num_elementary_shapes_minus1; e++) {
	

			elementary_shape_operation[ e ]
	u(1)

				elementary_shape( e )
	

		}
	

	    vs_handling_options_count
	ue(v)

	    for( h = 0; h <= vs_handling_options_count; h++ ) {
	

	      vs_handling_device_class[ h ]
	u(6)

	      vs_handling_application_class[ h ]
	u(6)

	      vs_handling_method[ h ]
	u(6)

	    }
	

	}	
	


Semantics
Add:

When viewing space handling methods are present, the target device selects the first matching handling method. Matching is performed based on a device and application class. When none of the viewing space handling methods match with the target, no viewing space handling is provided. In that case the target device should choose an appropriate handling based on the viewing space information alone. 

vs_handling_options_count
Number of viewing space handling options. When vs_handling_options_count is zero, no viewing space handling is provided. In that case the target device should choose an appropriate handling based on the viewing space information alone.

vs_handling_device_class[ h ]
The allowed values of vs_handling_device_class[ h ] are specified in Table 1. In all cases it is assumed that the device is capable (to some degree) of 6DoF viewer position tracking. In some cases, the viewer moves in respect to the display. A conformant bitstream shall not have duplicate values for vs_handling_device_class[ h ] within the same viewing_space() structure. When vs_handling_device_class [ h ] == VHDC_ALL, then it shall hold that h + 1 == vs_handling_options_count.

vs_handling_application_class[ h ]
The allowed values of vs_handling_application_class[ h ] are specified in Table 2. A conformant bitstream shall not have duplicate values for vs_handling_application_class[ h ] within the same viewing_space() structure. When vs_handling_application_class[ h ] == VHAC_ALL, then it shall hold that h + 1 == vs_handling_options_count.

vs_handling_method[ h ]
The allowed values of vs_handling_application_class[ h ] are specified in Table 2. A conformant bitstream shall not have duplicate values for vs_handling_application_class[ h ] within the same viewing_space() structure. When vs_handling_application_class[ h ] == VHAC_ALL, then it shall hold that h + 1 == vs_handling_options_count.


[bookmark: _Ref27729656]Table 1: Viewing space handling device classes
	Value
	Name
	Description

	0
	VHDC_ALL
	Match against all devices

	1
	VHDC_HMD
	Head-mounted display with 6DoF positioning

	2
	VHDC_PHONE
	Mobile phone or tablet with screen rendering depending on IMU

	3
	VHDC_ASD
	Autostereoscopic (lightfield) display

	4...31
	VHDC_RSRVD_5...
VHDC_RSRVD_31
	Reserved for future use by ISO/IEC

	32..63
	VHDC_UNSPCF_32...
VHDC_UNSPCF_63
	Unspecified (available for specification by other standards)



[bookmark: _Ref27730970]Table 2: Viewing space handling application classes
	Value
	Name
	Description

	0
	VHAC_ALL
	Match against all applications

	1
	VHAC_AR
	The coded immersive video is used to augment the physical world

	2
	VHAC_VR
	The coded immersive video is used as a virtual reality

	3
	VHAC_WEB
	The coded immersive video is embedded within a website

	4
	VHAC_SD
	The coded immersive video is used as an element within a larger scene description

	5...31
	VHAC_RSRV_5...
VHAC_RSRV_31
	Reserved for future use by ISO/IEC

	32..63
	VHAC_UNSPF_32...
VHAC_UNSPF_63
	Unspecified (available for specification by other standards)



Table 2: Viewing space handling methods
	Value
	Name
	Description

	0
	VHM_NULL
	Default client behavior

	1
	VHM_RENDER
	Always render, even when outside of the viewing space. This may cause rendering artifacts.

	2
	VHM_FADE
	When moving towards the outside of the viewing space, the scene fades to a default color.

	3
	VHM_EXTRAP
	Extrapolate content in an abstract low-frequent way that prevents rendering artifacts but preserves the general color tone of the scene.

	4
	VHM_RESET
	The viewer position and/or orientation is reset when the viewer reaches the limit of the viewing zone

	5
	VHM_STRETCH
	The scene rotates and translates along with the viewer to prevent the viewer from reaching the limit of the viewing zone

	6
	VHM_ROTATE
	The scene rotates with the viewer to keep the viewer within the field of view

	7...31
	VHM_RSRV_5...
VHM_RSRV_31
	Reserved for future use by ISO/IEC

	32..63
	VHM_UNSPF_32...
VHM_UNSPF_63
	Unspecified (available for specification by other standards)


Viewing Space SEI message
We believe that viewing_space() should become a SEI message because the concept is useful for volumetric video in general (incl. V-PCC), not just MIV. We want to define the SEI message in 23090-12 MIV but the message would be independent of the other parts of the standard.
Conclusions and recommendations
· Extend viewing_space() with handling options
· Make viewing space a SEI message
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