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Introduction
We have two independent recommendations for the CTC [N19214]: a) Change how the average quality is estimated for BD-rate calculation, b) Clarify "four decoder instantiations" in favor of tests with spatial access. 
[bookmark: _Ref43795032]BD-rate calculation
For this section, we use the following conventions:
 is the quality estimation for sequence s, source view v and test point t whereby quality is a number that is higher when better (e.g. PSNR, VMAF, or IV-PSNR) and a test point is a choice of quantization parameters.
 is the quality estimation for sequence s and test point t.
 is the total bitrate for sequence s and test point t.
 is the BD-rate operator that compares a reference  with a proposal  on test points t. 
Calculation of BD-rates
[bookmark: _Ref43495056]Current calculation: average quality
Currently, BD-rates are calculated based on the total bitrate and the average quality estimation over all n source views:

Because MIV anchors and proposals use a mix of complete views and patches, there is a quality delta between fully coded, and other views. For fully coded views, estimated quality is close to the coding quality, while for other views, estimated quality is a combination of coding (texture errors) and synthesis (depth errors). When averaging quality estimates, the value  is a mix of coding and coding+synthesis quality estimates that depends on the number of coded views. This behavior is undesirable because the coding+synthesis quality estimate is a better prediction of quality in an arbitrary point of the viewing space.
[bookmark: _Ref43494954]Known alternative: averaging over non-coded views
A previous solution was to report the quality of coded and non-coded views separately. The problem of this approach is that it makes assumptions about the encoder which may not be true for a proposal. We do not know beforehand which views are coded, and how many there are in total. This method is inconvenient, potentially confusing and not free of bias either.
[bookmark: _Ref43495179]Initial solution: Quality minimization
A solution that has been considered at first, is to define the quality for sequence s and test point t as the lowest quality over all source views:

When a proposal makes a better choice in basic/additional views then the lowest quality will increase, indicating that the quality in the entire viewing space has likely increased.
[bookmark: _Ref43495218]Proposed solution: Averaging in L2 space
The PSNR is derived from the mean square error (MSE), and generally it is a good idea to average in L2. In fact, the PSNR is calculated by calculating the MSE first, and it is natural to extend this type of averaging over multiple views:

Discussion
When a proposal adds more basic views, then the quality estimation may increase because view synthesis is carried out over a smaller baseline on average, however the bitrate may also increase. There will be a tradeoff, and we have already observed this because the A2 anchor outperformed the A1 anchor.
When a proposal would code all views, any aggregate   would estimate coding quality and not synthesis performance. For such a proposal subjective evaluation on pose traces is essential and objective evaluation on intermediate views would be highly recommended. 
Averaging of BD-rates
Proposals still find large gains in TMIV, and often there is no overlap in quality for specific sequences. In that case BD-rate is reported as 0% and the average over all BD-rates is highly inaccurate.
We propose to compute the average BD-rate  over m sequences using the geometric mean for bitrate and the arithmetic mean for quality:



Comparison of MIV anchor with MIV view anchor
To demonstrate these calculations, we compare the MIV anchor and MIV view anchor on reduced frame ‘rf’ conditions. All results have been obtained using GCC 9.1.0. Note that this comparison is unfair in general because the MIV view anchor is not constrained by pixel rate and decoder instantiations and basic views have been handpicked for the MIV view anchor.
[bookmark: _GoBack]Current template
The result based on the current template is attached to this document with some parts highlighted in Figure 1. We have set the vertical axis of all graph to the [26, 40] dB range to make it easier to compare between sequences and templates, and we have changed “anchor” and “proposal” to “V17” and “A17” on the Analysis tab for readability. 
[image: ]
[image: ] [image: ]
[bookmark: _Ref43462510]Figure 1: MIV anchor with. MIV view anchor as reference, on 17 frames; attachment [A1]
Template according to “Averaging in L2 space”
The template that illustrates this proposal is attachment [A2]. It has the same experimental data and naming as [A1] but different equations and some improved formatting. The same parts are plotted in Figure 2.
· Formatting has be modified to show “---” instead of 0.0% when there is no overlap.
· The High-BR BD rate Y-PSNR the number “+11.5%” is more realistic given that there is no overlap in a negative way for IntelFrog and PoznanFencing.
· The Y-PSNR for optional content has no overlap and thus “---" is shown. 
[image: ]
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[bookmark: _Ref43496076]Figure 2: MIV anchor with MIV view anchor as reference, on 17 frames; attachment [A2]
Comparison of methods
In a small sub-experiment on CG - B alone we have annotated non-coded views to compare the presented methods. Both for V17 (Table 1) and A17 (Table 2), the averaging in L2 space has the smallest bias.
[bookmark: _Ref43496256]Table 1: Study of the bias for multiple Y-PSNR average quality estimators for V17. The bias is lowest for the proposal.
	V17
	§2.1.2
non-coded
(reference)
	§2.1.1
average
(current)
	Δ
	§2.1.3
minimum
	Δ
	§2.1.4
L2
(proposal)
	Δ

	QP1
	33.20
	35.87
	2.67
	31.47
	-1.73
	34.57
	1.37

	QP2
	32.96
	34.79
	1.84
	31.30
	-1.66
	34.15
	1.19

	QP3
	32.09
	33.04
	0.95
	30.64
	-1.45
	32.90
	0.81

	QP4
	30.68
	31.03
	0.35
	29.42
	-1.26
	31.06
	0.39

	QP5
	28.81
	28.88
	0.07
	27.64
	-1.17
	28.94
	0.13


[bookmark: _Ref43496262]Table 2: Study of the bias for multiple Y-PSNR average quality estimators for A17. The bias is lowest for the proposal.
	V17
	§2.1.2
non-coded
(reference)
	§2.1.1
average
(current)
	Δ
	§2.1.3
minimum
	Δ
	§2.1.4
L2
(proposal)
	Δ

	QP1
	31.66
	32.3
	0.60
	29.02
	-2.64
	31.84
	0.17

	QP2
	31.38
	31.8
	0.38
	28.78
	-2.60
	31.53
	0.15

	QP3
	30.73
	30.9
	0.16
	28.28
	-2.46
	30.85
	0.12

	QP4
	29.59
	29.6
	0.01
	27.46
	-2.13
	29.65
	0.06

	QP5
	28.07
	28.0
	-0.07
	26.23
	-1.84
	28.08
	0.01


Aggregate curves
The reporting template includes aggregate curves for analysis. We prefer not to show these graphs outside of the MIV group because they require some interpretation, but they can be useful to understand the performance of a proposal. To avoid accidental misuse, we have only included these curves for VMAF (Figure 3) and IV-PSNR (Figure 4) but not for WS-PSNR. To illustrate potential use, consider the crossing of A17 and V17 for mandatory content relates to different signs of low/high bitrate VMAF BD-rates. The curves also show more clearly that texture QP’s have not been set correctly for the V17 anchor while on average A17 is in a meaningful range (5 to 50 Mbps). Changing the texture QP’s would make BD-rate calculation more useful (§4).
[image: ] [image: ]
[bookmark: _Ref43468610]Figure 3: VMAF results aggregated for mandatory and optional content according to the equations of section 2.2
[image: ] [image: ]
[bookmark: _Ref43468617]Figure 4: IV-PSNR results aggregated for mandatory and optional content according to the equations of section 2.2
Clarify “four decoder instantiations”
Some MPEG meetings back (Gothenburg?), it was decided to add constraints on pixel rate, frame size and number of decoder instantiations to the CTC. There are two sets of constraints:

Low pixel rate test condition constraints: 
· The combined maximum luma sample rate across all decoders is maximally 1,069,547,520 samples per second (e.g. 32 MP @ 30 fps, corresponding to HEVC Main 10 profile @ Level 5.2)
· Each decoder instantiation is constrained to a maximum luma picture size of 8,912,896 pixels (e.g. 4096 x 2048, corresponding to HEVC Main 10 profile @ Level 5.2).
· The maximum number of simultaneous decoder instantiations is four. 
High pixel rate test condition constraints:
· The combined maximum luma sample rate across all decoders is maximally 4,278,190,080 samples per second (e.g. 128 MP @ 30 fps, corresponding to HEVC Main 10 profile @ Level 6.2) 
· Each decoder instantiation is constrained to a maximum luma picture size of 35,651,584 pixels (e.g. 8192 x 4096, corresponding to HEVC Main 10 profile @ Level 6.2).
· The maximum number of simultaneous decoder instantiations is four.
At the 130th MPEG meeting it was decided to improve the MIV anchor by letting the test model automatically determine a solution that satisfies all three “low” constraints. This has lowered the measured performance, although algorithmically there has been no change[footnoteRef:1]. [1:  We have argued that the previous anchor was in fact invalid and thus non-existent, and in proposal M54145 we aim to improve on the current MIV anchor within the agreed set of constraints and provide an alternative for the MIV view anchor that also satisfies the constraints.] 

We recognize that for some classes of devices there is no evidence that “four” is the maximum number of simultaneous decoder instantiations. We would support removing this condition from the “high” constraints. However, we believe that for the 1st edition of the MIV standard our efforts should be focused on the “low” constraints because this is already quite heavy for current devices. Proposals that target the “high” constraints could be discussed in the Future MIV BoG and this could result in an additional anchor and additional algorithmic components in the test model.
It is our opinion that it is useful to conduct coding+synthesis video experiments that consider sub-bitstream access, while staying away from real-world problems such as network latency and viewer pose prediction to stay within scope of this activity. We therefore propose to add some rules to the CTC to explain what is meant with “simultaneous decoder instantiations” in view of edge server and decoder sub-bitstream access:
1. The number of encoded atlases is unrestricted.
1. The total bitrate prior to sub-bitstream access is measured.
1. The decoder/renderer is restricted to a maximum number of simultaneous decoder instantiations. For instance, there may be a parameter maxDecodes that is set to 4.
1. When the number of encoder atlases exceeds maxDecodes, then the decoder is required to perform sub-bitstream access in the following way:
3. A decision can only be made at the first frame of an intra period[footnoteRef:2]. [2:  Ideally this aligns with the start of a V3C unit but that is not currently true for the video sub bitstreams.] 

3. The decision shall be made based on the viewport of that frame. (There shall be no prediction or estimation.)
3. It is permissible to decode but throw away video frames to reduce implementation effort.
These rules fit with the model of Figure 5, whereby an unconstrained MIV bitstream is transmitted to an edge node, at which sub bitstream access may be performed, after which the client may perform an additional sub bitstream access step, having the benefit of a lower latency. The final sub bitstream access step has the effect of capping the decoder and renderer complexity.
Edge node
MIV Encoder
MIV Client
Measure constraints here
Measure bitrate here
MIV decoder
GPU renderer

[bookmark: _Ref43472306]Figure 5: Sub-bitstream decoder model for video testing purposes
[bookmark: _Ref43496384]New MIV anchor QP values
As an addendum on section 2, we propose that the quantization settings of the anchors are refined with the aim of covering the [5, 50] Mbps range (Table 3), and improving overlap of R-D curves of anchors and proposals.
Aligning on the same bitrate range will help overlap, but another reason for poor overlap is that in some cases synthesis errors are overpowering coding errors and R-D curvature is insufficient (see SL curves in Figure 1). Increasing QP5 will not solve the synthesis problems, but it will aid objective evaluation, and there will be a test point that is suitable for subjective evaluation.
[bookmark: _Ref43755871]Table 3: Proposed target bitrates for QP tuning
	Test point
	Target bitrate
(not achievable for all sequences)

	QP5
	5 Mbps

	QP4
	9 Mbps

	QP3
	16 Mbps

	QP2
	28 Mbps

	QP1
	50 Mbps



When QP5 cannot be reached we propose to compress the low-bitrate end of the range keeping a separation of at least two QP steps per test point.
The provided template includes a new tab that provides texture QP analysis of the anchor and proposal. The tab can be used by proponents to interpolate texture and geometry QPs. 
Geometry delta QP
The geometry delta QP curve may be proposal-specific, but it is not a sequence-dependent setting. We have analyzed the current geometry delta QP parameters and the curves are close to linear. We propose to simplify the geometry delta QP’s of the anchors through linearization (Table 4).
[bookmark: _Ref43757287]Table 4: Linearization of geometry delta QP's
	Texture QP
	MIV
anchor
	Linearization
	MIV
view anchor
	Linearization

	t
	
	max(1, [-14.2 + 0.8t])
	
	max(1, [-6.48 + 0.64t])

	22
	4
	3
	9
	8

	27
	7
	7
	9
	11

	32
	11
	11
	14
	14

	37
	15
	15
	17
	17

	42
	20
	19
	21
	20


Recommendations
Include the proposed changes in the next CTC document and reporting template, summarizing:
1. Calculate BD-rate using averaging in L2 space
1. Average BD-rates over sequences by averaging inputs
1. Include WS-PSNR, VMAF and IV-PSNR analysis tabs in the template
1. Set the vertical axes on these tabs to a fixed range for all sequences
1. Tune texture QPs per sequence to approximate [5, 50] Mbps range
1. Set geometry delta QP’s as a function of texture QP
1. Clarify “four decoder instantiations” 
Attachments
[A1]	Template TMIV_5_V17_vs_A17.xlsm is the same as the template provided with the anchors, and with V17 and A17 results (Philips run) filled in. Some naming has been adjusted for clarity because the left and right side are an anchor.
[A2]	Template TMIV_5_V17_vs_A17_proposal.xlsm implements most of this proposal.
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Date: 2020-06-19

AnchorMIV view anchor

ProposalMIV anchor

Frame config:rf - 17fr

Sequence High-BR

BD rate

Y-PSNR

Low-BR

BD rate

Y-PSNR

Max

delta

Y-PSNR

High-BR

BD rate

VMAF

Low-BR

BD rate

VMAF

High-BR

BD rate

IV-PSNR

Low-BR

BD rate

IV-PSNR

Pixel

rate

ratio

Pixel rate# Atlases

/ Views

WidthHeightFPSAnchor Atlas 

generation

HM 

coding

HM 

decoding

Rendering

ClassroomVideo SA -51.0% -67.1% 3.28 18.7% -70.0% -82.9% -81.0% 0.63 0.67 9 4096 2048 30 4.53 1493.4%14.8% 14.8% 62.0%

TechnicolorMuseum SB -10.7% -32.4% 13.86 -15.2% -38.9% -54.3% -57.4% 0.63 0.67 8 2048 2048 30 2.01 5452.5%38.3% 41.9% 211.3%

InterdigitalHijack SC -5.0% -12.8% 12.43 -19.2% -20.7% -13.3% -18.2% 0.63 0.67 5 4096 2048 30 2.52 3950.1%33.7% 34.8% 94.1%

OrangeKitchen SJ 29.9% -11.3% 15.26 -18.5% -33.5% -16.5% -28.9% 0.62 0.67 9 1920 1080 30 1.12 3079.4%56.4% 69.1% 151.1%

TechnicolorPainter SD -6.9% -20.0% 6.89 0.4% -17.3% -30.4% -30.1% 0.63 0.67 8 2048 1088 30 1.07 3386.2%48.9% 58.2% 115.8%

IntelFrog SE 0.0% 50.6% 13.45 0.0% 7.0% 84.6% -5.3% 0.62 0.67 7 1920 1080 30 0.87 734.2% 60.2%168.2% 668.8%

PoznanFencing SL 0.0% 0.0% 15.15 0.0% 0.0% 0.0% 99.3% 0.52 0.56 5 1920 1088 25 0.52 2667.2%85.9%132.3% 148.3%

-6.3% -13.3% 11.47 -4.8% -24.8%-16.1%-17.4% 2966.2%48.3% 74.2% 207.3%

NokiaChess SN 0.0% 0.0% 15.28 147.0% 82.9% 0.0% 227.3% 0.63 0.67 6 2048 2048 30 1.51 2678.8%47.1% 55.7% 128.3%

PoznanCarpark SP 104.5% 24.5% 12.86 69.9% 13.7% -15.7% -18.4% 0.52 0.56 5 1920 1088 25 0.52 3903.6%92.1% 80.0% 185.7%

PoznanHall ST 0.0% 53.5% 16.04 -17.4% -14.3% 54.9% 30.6% 0.52 0.56 5 1920 1088 25 0.52 5032.0%81.1%119.1% 172.0%

PoznanStreet SU 0.0% 96.1% 13.42 103.6% 12.7% -12.6% -19.2% 0.52 0.56 5 1920 1088 25 0.52 1820.8%99.2%102.1% 158.3%

26.1% 43.5% 14.40 75.8% 23.8% 6.7% 55.1%

3358.8%79.9% 89.2% 161.1%

Runtime ratio (%)

Max pixel-rate (GP/s)

1.070

MIV



Coded luma samples rate (GP/s) Mandatory content - Proposal vs. Low/High-bitrate Anchors

MIV



Optional content - Proposal vs. Low/High-bitrate Anchors

TMIV 5.0 - Philips Research Eindhoven, GCC 9.1

TMIV 5.0 - SE: Intel/VC15, other: Philips/GCC 9.1
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Date: 2020-06-19

AnchorMIV view anchor

ProposalMIV anchor

Frame config:rf - 17fr

Sequence High-BR

BD rate

Y-PSNR

Low-BR

BD rate

Y-PSNR

Max

delta

Y-PSNR

High-BR

BD rate

VMAF

Low-BR

BD rate

VMAF

High-BR

BD rate

IV-PSNR

Low-BR

BD rate

IV-PSNR

Pixel

rate

ratio

Pixel rate# Atlases

/ Views

WidthHeightFPSAnchor Atlas 

generation

HM 

coding

HM 

decoding

Rendering

ClassroomVideo SA -58.0% -67.1% 3.28 35.9% -69.3% -83.0% -81.1% 0.63 0.67 9 4096 2048 30 4.53 1493.4%14.8% 14.8% 62.0%

TechnicolorMuseum SB 2.9% -29.6% 13.86 -11.7% -34.8% -56.3% -58.3% 0.63 0.67 8 2048 2048 30 2.01 5452.5%38.3% 41.9% 211.3%

InterdigitalHijack SC -17.2% -18.2% 12.43 -32.6% -28.3% -9.9% -14.9% 0.63 0.67 5 4096 2048 30 2.52 3950.1%33.7% 34.8% 94.1%

OrangeKitchen SJ 42.5% -12.3% 15.26 -44.7% -44.0% -25.5% -32.7% 0.62 0.67 9 1920 1080 30 1.12 3079.4%56.4% 69.1% 151.1%

TechnicolorPainter SD -7.7% -20.2% 6.89 -1.3% -16.4% -31.5% -30.5% 0.63 0.67 8 2048 1088 30 1.07 3386.2%48.9% 58.2% 115.8%

IntelFrog SE --- --- 13.45 --- --- 126.9% 0.6% 0.62 0.67 7 1920 1080 30 0.87 734.2% 60.2%168.2% 668.8%

PoznanFencing SL --- --- 15.15 --- --- --- --- 0.52 0.56 5 1920 1088 25 0.52 2667.2%85.9%132.3% 148.3%

--- 11.5% 11.47 67.8% -7.1% -5.6% -21.1% 2966.2%48.3% 74.2% 207.3%

NokiaChess SN --- --- 15.28 53.0% 42.2% --- --- 0.63 0.67 6 2048 2048 30 1.51 2678.8%47.1% 55.7% 128.3%

PoznanCarpark SP --- 39.3% 12.86 73.3% 21.3% -36.0% -26.8% 0.52 0.56 5 1920 1088 25 0.52 3903.6%92.1% 80.0% 185.7%

PoznanHall ST 17.2% 6.2% 16.04 --- -43.7% -8.3% -1.6% 0.52 0.56 5 1920 1088 25 0.52 5032.0%81.1%119.1% 172.0%

PoznanStreet SU --- --- 13.42 --- 43.2% -11.7% -18.6% 0.52 0.56 5 1920 1088 25 0.52 1820.8%99.2%102.1% 158.3%

--- --- 14.40 --- 37.8% 12.7% 1.0%

3358.8%79.9% 89.2% 161.1%

Runtime ratio (%)

Max pixel-rate (GP/s)

1.070

MIV
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Optional content - Proposal vs. Low/High-bitrate Anchors

TMIV 5.0 - Philips Research Eindhoven, GCC 9.1

TMIV 5.0 - SE: Intel/VC15, other: Philips/GCC 9.1
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